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Thetedhnology above and within the Internetcon-
tinuesto advance and hasreadeda pointwhete the
potentialbenefitof verylarge scaleg finelydistributed
applicationsare more apparentthanever. Opportuni-
ties are emeging to developlarge systemghat cater
to highly dynamicandmobilesetsof participants,who
desie to interact with eat other and stores of on-
line contentin a robustmanner Theseopportunities
will inevitably dictate a substantialbody of reseach
in theyearsto follow. Althoughapplicationsintended
to functionat this scalehaverecentlybegunto appear
thereremaina broadsetof openproblemshatmustbe
facedbefore this emeping classof distributedsystem
canbecomeareality.

1 Introduction

Distributed systemgesearchashistorically avoided
mary hard problemsthroughthe carefully calculated
useof operatingconstraints. Scalableresourceclus-
tersare assumedo be tucked away in protectedfa-
cilities and connecteddy reliable infrastructure[15].
Largesystemareassumedo have cooperatinquclei
of administratve organizationghatdo notfail [8]. In
peerervironmentsparticipantsareassumedo behave
fairly insteadof leachingresourceg3]. As the spec-
ifications of thesesystemsgrow to requireoperation
at a massve scalewith highly distributedadministra-
tion, theseassumptionswill be strongly challenged
as a meansof providing useful systems. In short,
distributed systemgesearchs quickly approaching
pointatwhich mary hardproblemscannotbe avoided
ary longer

Prior to embarkingon the constructiornof a large-
scale distributed operating system, we felt that it
would be usefulto surwey the landscapeof problems
thatwill be facedin the constructionof this classof
system. This paperis a summaryof urgentproblems
thatmustbeaddresseth orderfor successfusystems
of this caliberto berealized.

Our approachto identifying open problems is
twofold. First, we have designeda taxonomyto de-
scribethe domain of existing and future distributed
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systems. This model is a two-dimensionalspace
whose axes define (1) the concurreng and conflict
of resourceaccessand (2) the degreeof distribution
and mobility of resourceswithin the system. From
this model,we draw four phylaof application:point-
to-point, multiplexed, fragmented,and peerto-peer
Thislastphylumdefinesour targetdomainandwe ap-
ply lessondearnedfrom the otherthreegroupsto it.
Throughour taxonomy we describea setof architec-
tural systemsproblemsthatmustbe addressed.

The secondaspecif our examinationhasbeento
stepbackandexaminethe implicationsinvolvedwith
the adoptionof large-scalalistributedoperatingervi-
ronments.In this section,we arelessconcernedvith
classicabystemsssueqperformancerobustnessand
scale)andmore concernedvith pragmaticfactorsin-
volvedin building agoodsystem.We present broad
setof pertinentproblemshatwill needo beaddressed
for thesesystemsto be successfubutsideof the re-
searchaboratory

2 Taxonomy of Distribution

This section presentsa taxonomy describing four
phyla of distributed systemsin a continuousspace
alongtwo axes. The axes,accessoncurreng andre-
sourcedistribution, stemfrom an examinationof the
evolution of distributed applications.Accessconcur
rengy considerghe numberof simultaneousccesses
to aresourceandthe degreeof conflict betweerthese
accesses.Accessconcurreng problemsemegedas
researcherdegan to move towardstime sharingon
mainframes. Resourcedistribution representshow
broadly a systemis spreadacrossa network infras-
tructure.

Individually, each of these axes representsa
steadilyincreasinggradientof complexity within sys-
tem architecture. It is in the caseswhereboth axes
have highdegreethatsystemcomplexity explodes.In-
deed,distributed applicationsseemto all residevery
closeto theaxesin our models.This obsenationsug-
geststhattheremustbe somelimiting factorsthatex-
ist, inhibiting the developmentof complex systems.



We now considerthe two axesandfour phylaof sys-
temsindividually.

2.1 AccessConcurrency

Accessconcurreng originatedwith the desireto al-
low userdo sharetheresource®f original mainframe
computers.Concurreng mechanismsallow clientsto
sharea resourcewhile preservingthe stateof thatre-
sourceduringsimultaneousiccessedt is worth noth-
ing thatwithout a requiremento avoid conflict, con-
curreny mechanismsieedonly act as statelesse-
guestmultiplexers. Although therearecomplexity is-
suesin simplemultiplexing at the Internetscale,it is
conflict avoidancethat makesaccessoncurrenyg es-
peciallyhard.In orderto avoid conflictsbetweercon-
currentaccessextramechanismsnustbeputin place.
Thesemechanismsadd overheadand compleity to
thesystem.

Mechanismgo supportaccesgoncurreng involve
tradeofs betweenefficiency and effectiveness. Very
efficient concurreng control techniquesim to allow
the highestpossibleamountof simultaneousaccess,
but maydo soatthecostof poorly preservingesource
stateor unfairly schedulingthis access. Techniques
that are optimizedfor effectivenessprotectresource
state ,but may do so by severelylimiting concurreng
of accessAs anexample,considetthelocking of files
to presere consisteng in concurrentsystems. Pes-
simistic locking is most effective at preservingstate,
but resultsin a completeloss of concurreng when-
ever thefile is lockedfor writing. Optimistic locking
allows a higher degreeof concurreng, but may per
form worsein a high stateof conflictasmary transac-
tionsmustbe aborted.In the extremecaseof efficient
concurrenyg, conflictsmay simply be flaggedandleft
for aseparatenechanisnio resole later. Thisis how
inconsistencieareaddressedftera disconnectionn
distributed file systemssuchas Coda[11]. Similar
analogiedor accessoncurreny exist with respecto
otherresourcesuchas memory protectionand pro-
cessscheduling.

In this emepging classof large distributedsystems,
the issueis that a high degreeof concurreng within
a systemdemandsefficiengy, while individual users
will expecteffective consisteng preseration. Mea-
sures,suchas conflict resolution,have not beenwell
explored. It is a non-trivial problemto automatically
resole conflicts on information that doesnot have
a high degreeof structure,suchasfiles and ad hoc
database$i.e. the Windows registry). Additionally,
thereexist a setof resource$or whomresolutionmay
notbeappropriataafterthefact,andlargescaleactive
conflictavoidanceis a necessity

2.2 Resource Distribution

Resourcdlistribution describeghe degreeto which a
systemhasbeenspreadacrossanetwork, andhow dy-
namicresourcesarewithin it. Eventhe smallestde-
gree of resourcedistribution mandatesa substantial
amountof overheadwithin a system. Considerthe
differencebetweeraccesset alocalfile versusare-
motefile servicesuchasNFS: both casescontainall
of thecompleity involvedin readinga file from disk,
however the remoteaccessasthe additionalrespon-
sibilities of locating the service,marshallingdatain
and out of messagestructuresjnteractingacrossthe
network, andhandlinga considerablyargersetof po-
tentialerrorcases.

Transpareny a hallmark goal of distributed sys-
temsonly obfuscateghis problemby concealingthe
details of distribution. Mechanismssuchas remote
procedurecalls (RPC), which were intendedto sim-
plify applicationdevelopmentforcedistributionto be
implementeddeepwithin the system.This resultsdi-
rectlyin mary of theproblemdraditionallyassociated
with distributed systemssuchasfragility andinflexi-
bility.

The troubling aspectin this line of consideration
is that theseissuesndicatea fundamentaflaw at the
very onsetof approacheso distribution. RPCreally
only providesone degreeof distribution, by passing
a call to a single remotehost. With RPC, we have
only justenteredhearenaof distributedsystemsand
alreadycompleity is overbearing.

Assumingthatresourceganbe accesseth anex-
pressve andreliable manner a larger problemexists
in their distribution. In orderto accesgesourcesit
mustbe possibleto first locatethem. Furthermorejf
resourcesre not staticwithin a system,mechanisms
must exist to find themin an ongoingmanner For
instance,the location of a resourcemay have to be
determinedhrougha directoryserviceandrefreshed
with eachsuccessie access. In very large scaleor
highly dynamicsystemsacentralizedservicemaynot
besufiicientto trackresourcdocationandothermeth-
ods, suchasforwardingpointers[4], may have to be
employed.

2.3 Four Phylaof Applications

From the two axes describedabove, we draw four
phyla of distributed applications,shovn in Figure 1.
Notethattherespectie sizesof thesedomainsareby
no meansequal,we representhis division asit is for
simplicity.

Whatfollowsis avery brief presentatiomf eachof
thefour classesln eachcasewe supplyanexampleof
thephylumto demonstratés characteristicsWe also
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Figurel: Taxonomyof Distributed Applications

try to identify weaknessethatexist within thedomain
thatmaynotbeacceptablevithin moreadvancedsys-
tems.

2.3.1 Point-to-point

The point-to-point phylum represents very simple
setof applicationsin which a client connectdo are-
sourcefor unsharedaccess.Point-to-pointexamples
exist primarily ascomponent®f morecomplex appli-
cations,for instancethe datachannelof an FTP ses-
sionis point-to point, in thatall of the associatede-
sourcesareallocatedat bothendsof the connectiorat
the beginning of a transfer We would also consider
simple RPCto be primarily a point-to-pointapplica-
tion, providedthatthe RPCsenerhandlesa singlere-
guestatatime.

Point-to-pointapplicationsarecharacterizethy the
factthatthedistribution aspect®f thesystemaretypi-
cally quitevisible. As such,whenfailuredoesoccurit
canbeidentifiedandresohedprimitively by the user
If anFTP senerdoesnotrespondor crashesluringa
transfertheusercanattempta connectiorsomevhere
else.Clearlythis is not a goodsystemproperty how-
everit is generallytolerablewithin thedomainof sim-
ple applications.

2.3.2 Multiplexed

Multiplexedapplicationsarethosein which resources
aredeliveredwith a high degreeof concurreng, and
possiblyconflict control, over a relatively small scale
of distribution. File and web seners are excellent
examplesof this phylum as they often provide a set
of centralizedresourcedo large numberof concur
rentusers.Note thatin our model, bothfile andweb
senershave a high degreeof accessoncurreng, but
arestill barelydistributed. Thisis becauseiserstypi-
cally needonly connecto asinglepointto accesge-
sources.More distributed examplesof a multiplexed
applicationsare distributed stripedfile systemdg18],
and scalabledata structures[15]. In both of these

casesusersmaystill connecto a singleresourcebut
that resourcemay forward requestghroughan addi-
tional link to anappropriatesecondargener.

The risk of failure is more significantin multi-
plexed systemsbecause,on the resourceprovision
side, failure hasthe potentialto affect a muchlarger
numberof users.To mitigatethis problem,very large
multiplexed servicesare often sened by specialized
hostingfacilitieswhereavery high degreeof resource
reliability may be assumed Furtherprecautionsnay
involve the installation of redundantresourcesthat
take overin therarecaseof systenfailure.

2.3.3 Fragmented Resource

Fragmentedystemsarethosein which resourcesare
spreadacrosspr movewithin, asetof connectednd-
points.Communications substantiallymorecomplex
in thesesystemsas messagesay not travel directly
to aresourceput insteadmayleadto a cascadef in-
teractionsacrosghe system.The domainnamingser
vice (DNS) is a well-known exampleof this type of
system,anddemonstratemary of the entailingdiffi-
culties. For example,the needto protectseperatead-
ministrative domainsoftenrequireupdatego be made
by hand,resultingin very slow adaptation.

Fragmentedesourcesystemsprovide the benefit
of distributing resourcedn a broad scope,possibly
evenproviding redundang. However, fragmentinge-
sourcesmeansthat administrationalso becomesdi-
vided,which addsanoverheadn termsof systemad-
ministrationand maintenance This propertymay be
anexplanationasto why moreadvancedlirectoryser
vices,suchasLDAP, have failedto achieve broadac-
ceptancavithin the Internet.

2.34 Peer-to-peer

Peerto-peerapplicationsarehighly distributedandin-
volve a high degreeof potentiallyconflicting, concur
rentaccesgo resources.Thisis a fairly hypothetical
description,as very few such applicationscurrently
exist at the Internetscale. Peerbasedile sharingap-
plications,suchas Gnutella[1] and Freenet[7], are
initial stepswithin this domainbut only begin to en-
terthephylum. Gnutelladoesnot needto addressry
conflictissuesnor hasit provenableto scale.

In this classof application,the acceptableveak-
nesseswithin the other phyla compoundand cannot
be avoided. Failure hasa high potentialimpact, but
resourcegannotbe protected. Administrationis dis-
tributedandthe coupling betweenadministratve do-
mainsmay becomemuchmoredynamic. We discuss
theseissuegmoreextensiely in the next section.



3 Open Architectural Problems

Basedon our taxonomyanda surwey of existing sys-
tems,we identify a setof four prevalentarchitectural
problemsthatcurrentlyinhibit the developmenbf ad-
vanceddistributed systems.Theseproblemsarefail-
ureresolution,resourcenanagementadministration,
andcommunicatiorinfrastructure.

3.1 FailureResolution

Despitethe advancedstateof systemsresearchwe
arestill unableto definitively tell whenaresourcehas
failed. Non-terminalfailure states,suchas livelock
andByzantinefailure areincredibly difficult to detect
andresohe. Furthermorein largedistributedsystems,
small failureshave the potentialto cascadeacrossa
systemsnavballing towardsdisaster

Traditionaldesigngoals,suchastranspareng and
layering, force failure to be resoled inappropriately
often requiring that it be masled within a system.
Generalpurposefailure handlerscannot predict all
possiblefail statesandsoareunableto effectively ad-
dressout-of-bandfailure.

Theredoesnot currentlyexist anaccepteduniver-
sal approachto expressing,detecting,and resolving
failurein distributedsystems.Clearly, not all failures
canbedetectecandresoled,but in this situation,it is
notclearwhatsystemshoulddoto copeandmaintain
adegreeof sanity

3.2 Resource Management

In order to carry reliable servicesbeyond the con-
fines of locked facilities, we needto be ableto ex-
pectthesamereliablelevelsof servicefrom endnodes
and connectve infrastructurein the distributed ervi-
ronment. Applicationsdesiringa high degreeof re-
liability mustbe ableto resere resourcesand com-
fortably expectthatthoseresenationswill be upheld.
Unfortuantely the useof resenation systemssuchas
RSVP[9] presentsupportfor this problembut do not
solve it. Reseration schemesnevitably presentthe
possibility of a reductionin availableresourcesa sit-
uationakin to partialfailure,to which thereis no real
analogyin a local high speednetwork. Toleratinga
reductionin servicequality, or othersudderchangédn
resourceavailability requiressa fundamentakhange
in systemdesign.

Furthermorein a highly distributedenvironmentit
is naive to assumethat resourceswill remain avail-
able. Applications must be able to gracefully han-
dle resourcdoss andreallocation. Additional mech-
anisms suchasredundang, mustbe supportedwvithin
the systento guardagainstfailure.

3.3 Administration

The fragmentationof resourceamandatesa needto

provide adaptablegonfigurablesystemsn anerviron-

mentwherecontrolitself is distributed. Modelsmust
be developedthat allow the scalingof administration
in systemswith arbitrary(i.e. non-hierarchicalytruc-
ture. Systemsnustdefineandsupporttechniquegor

allowing avarietyof levelsof trustin relationship$e-

tweenparticipants.

It is very likely that a solution to this particu-
lar areainvolvesthe localizationof administrationto
the highestpossibledegree. More specifically indi-
vidual usersand local administratve bodieswill be
responsiblefor configuringall aspectsof their local
systems. However, in distributed systemswherere-
sourceganpotentiallybe sharedwvith remote,admin-
istratively disjoint parties,mechanismsnust exist to
effectively handleandexpresschangescrossadmin-
istrative boundaries. Thesemechanismsecessarily
mustallow thedelggationof trustandresponsibilityin
anappropriatenanner

3.4 Communication Infrastructure

Distributed systemsare dependenbn, and arguably
definedby, their communicationsnfrastructure. Al-

though the existing TCP/IP network and overlying
network interfaceswithin operatingsystemdhave sur

passedall expectationsof scalability they have also
remainedessentiallyjunchangedor thelife of theIn-

ternet. The existing network presentamary hinder
ancedo advanceddistributedsystemsandsereral are
worth addressindpriefly here.

There exists no well-developedinfrastructurefor
groupcommunicationslP multicast,althougha sub-
stantial improvementto the existing network, has
guestionablescalability and performancefor usein
a large and dynamicsystemand may possessignif-
icant vulnerabilities. Non-multicastcommunication
remainsinextricably tied to (and identified by) end-
points,makingmobility andmanagemenrdifficult.

Moreimportantly method=f collaboratiorinvolv-
ing morethantwo participantsare not yet available.
Interactingwith asetof resourcess almostuniversally
handledthrougha coordinatingresourcewhich typi-
cally leadsto a single point of failure andcongestion
within systems.n orderfor peerto-peerapplications
to becomea reality, mechanismshatallow groupsto
work togetheiin efficientwaysmustbe developed.



4 Open Adoptional Problems

Throughthe useof our taxonomy we have beenable
to identify structuralissuesrestrainingthe develop-
mentof advanceddistributed systems.If all of these
issueswereto be solved anda systemconstructedit

would doubtlesslybe a considerableesearchcontri-
bution. However, we feel that sucha systemwould

inevitably flounderwereit to be madeavailable for

broadusewithin the Internet.In this sectionwe iden-
tify a setof openproblemsthat are not identified by

our taxonomy Theseproblemsare not defined di-

rectly by the structureof a system put ratherarenec-
essanypropertiedor it to beusefulin therealworld.

4.1 Physical
Naming

Resource Discovery and

It is incrediblydifficult to provide a usefulintegration
betweendistributed systemsand the physicalworld.
Network topologies especiallyasexposedoy existing
protocols, provide an entirely unrepresentate view
of resourcdocation. A strongly desiredproperty of
adwanceddistributed systemdor ubiquitous[14] and
penasive [12] computingis to allow mobile usersto
adaptto locally available resources.For instance,it
is desirableto easilylocateandaccess hotel printer.
Althoughmuchwork hasemegedin recentyearsad-
dressingthe namingand discovery of resourcesn a
physicaldimension[17, 13], the problemhashardly
beensolved. The emegenceof mobile devicesthat
provide geographiénformationwill doubtlesslymake
this problemevenmorerelevant.

4.2 Security and Privacy

Concernsover privacy and security clearly escalate
asresourceshecomemore distributed. Centralized,
andevenlightly distributedsystemshave provenable
to useaccesscontrol lists (ACLs) and encryptionto
effectively protectresources. However, as systems
(or perhapsadministrationpecomeoo distributedfor
centralizedsolutions, alternatemechanismsnust be
considered.Capabilitieshave beentoutedas a solu-
tion within the distributed casethat have yet to seea
successfubroadapplication.Capabilitieshave inher
entproblemswith respecto accessevocation,which
typically requiresthe rekeying of resourcegndreau-
thorizing clients. Furthermore capabilitiesare very
difficult to administerandtrack within the context of
broad distribution. Finally, as long-lived resources
that are protectedby encryption,capabilitiesmay be
vulnerableto attack.

4.3 Economiesof Sharing

A frequentlycited benefitto the developmentof fine-
graineddistributedsystemss the opportunityto share
unusedresourcewith others[16, 5]. The reasoning
behindthis approachis that no one usesall of their
resourcesll of the time, so a low-overheadsharing
schemeshouldbe globally beneficial.Gnutellarepre-
sentsareal-world testof this philosophyin thatusers
areable,but notrequired to shardocal files with oth-
ers. A studyfrom Xerox PARC [3] shaws thatusers
do notbehae fairly andthata veryfew hostsactually
shareat all. OceanStorg8] proposesa utility-based
systentor file storagen whichresourcesvould beex-
changedandbilled betweeradministrationsn aman-
neranalogoudo the power system.Othersystemdor
informationsharing[2] on the nethave involvedarti-
ficial economieof karma,thatis exchangedetween
participants.

Thereis considerableopportunityto explore how
sharingshouldbeprovidedwithin distributedsystems.
An effective solutionto this problemwill haveastrong
effect on the overall succes®f thesesystems.Addi-
tionally, in a systemwhereresourcesuchasnetwork
bandwidthare sharedarbitrarily and perhapsanory-
mously thereremainquestiongegardingthe payment
for theseservices.As the economyof the Internetis
basedon the traffic patternsof existing applications,
theemegenceof awidely adoptedsystenthatdrasti-
cally changeshesepatterndasthepotentialto disrupt
thefinancialoperationof the netitself.

4.4 System Evolution

Simply providing a large scalesystemis a consider
able feat. The ongoing maintenanceand evolution
of sucha systemis considerablymoredifficult. The
Internetis plaguedwith evolution issues,as systems
have not beendesignedwith changein mind. The
Hypertext Markup Language(HTML) has evolved
throughseveralgenerationshut authoramuststill pro-
vide backwards-compatibilityfor legag/ browsersat
theexpenseof beingableto usenew features.Theln-
ternetitself is anoutstandingxampleof this problem:
thenext generatiorinternetprotocol,IPv6,hasbeenin
developmentandlimited usefor years. The implica-
tionsof rolling outtheprotocolacrosgheentireinter-
netareincredible,andthe new protocol providesno
easiemechanisnfor its own inevitable evolution.

Systemsanustbe designedvith evolutionin mind.
Architecturalassumptionsand applicationcouplings
mustbe minimizedwherever possible.Methodsmust
be developedthat allow completesystemsto be up-
gradedand changeddrasticallywith a low negative
impacton theervironmentasawhole.



45 Heterogeneity

In massve distributedsystemsit is not reasonabléo

expector mandateuniformity acrossesourcesTo do

so limits innovation and flexibility and also inhibits

evolution, as describedabove. In orderfor systems
to be flexible andimprove over time, the implemen-
tationrequirement®f individual resourcesnustbeas

light aspossible.Furthermoretherequirementsnust
themselesbe ableto changeovertime.

(1]
(2]
(3]

[4]

(5]
4.6 Software Structure

The representatiof the network within application
codeis often an abstractand independanfunctional
unit; client andsener sourceare completelydisjoint,
obscuringthe couplingthatis inherentwithin the sys-
tem. As statedabove, attemptsto build systemghat
transparentlyhandledistribution make it impossible
to appropriatelyexpose and resohe failure. How-
ever, exposingdistribution completelyleadsto sys-
tems whose compleity makes applicationdevelop-
mentconsiderablymoredifficult.

Recently the aspect-orientegrogramming(AOP)
community[6] hasfocusedattentionon the concept
of crosscuttingconcernswhich areelementf asys-
tem that cut throughthe primary systemmodularity
They have proposedinguistic mechanismsntended
toallow implementatiorof theseconcernasfirst class
modules calledaspects AOP may presenthe poten-
tial to write codethat describedunctionality across
the network, while addressindault andcontrolissues
appropriately In AOR, we seewhat may be a new
meanf gainingthe benefitsof transparengwithout
theassociatedveaknesses.

[7]

(8]
9]

[10]

[11]

[12]

[13]

5 Conclusion [14]

The purposeof this paperhasbeento identify prob-

lems that necessarilymust be addressedn orderto

develop advanced,Internet-scalalistributed systems.
Through a taxonomicalobsenation of existing sys-
tems, we have identified a set of openarchitectural
problemsincluding failure resolution,resourceman-
agementadministration,and communicationinfras-

tructure. We then presented set of six adoptional
problemsavhosesolutionswill stronglysupportheac-

ceptanceof large distributed applicationswithin the

network. Projectsto developervironmentsor ubiqui-

tous[14], invisible[10], andpenasie[12] distributed
applicationshave,andcontinueto be,veryexciting re-

searchthatwill needto addressmary of theseissues
in orderto realizetheir visions.
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